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Abstract 

Chronic diseases represent a leading cause of morbidity and mortality worldwide. The 
increasing availability of longitudinal electronic health records (EHRs) offers an 
unprecedented opportunity to model disease progression using advanced machine learning 
(ML) algorithms. This study aims to develop predictive models for chronic disease 
progression by leveraging temporal patient data. Utilizing datasets comprising multiple 
years of structured clinical encounters, we compare the performance of traditional and deep 
learning models in forecasting disease milestones such as hospitalization, comorbidity onset, 
and mortality. Results indicate that temporal models, especially recurrent neural networks 
(RNNs), outperform baseline methods and show significant promise in personalized risk 
stratification and proactive care planning. 
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1. Introduction  

Chronic diseases such as diabetes, cardiovascular disorders, and chronic obstructive 

pulmonary disease (COPD) pose long-term health challenges, often requiring continuous 

medical supervision and resource allocation. These conditions are characterized by 

progressive deterioration, which makes early prediction critical for effective intervention. 

The advent of EHRs has facilitated systematic data collection over extended timeframes, 

enabling researchers to explore temporal patterns in disease progression. 

Machine learning offers powerful tools for identifying these patterns. Traditional 

statistical methods have been instrumental in disease risk modeling; however, ML 
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methods—particularly those adept at handling high-dimensional and temporal data—

promise superior performance. This paper seeks to harness ML to predict chronic disease 

progression using longitudinal EHRs, with the goal of aiding healthcare professionals in 

making informed clinical decisions. The study emphasizes interpretability, fairness, and 

performance across subpopulations, addressing key ethical and clinical concerns. 

 

2. Literature Review 

A significant body of work has explored the intersection of EHRs and predictive 

modeling.  

• Choi et al. (2016) introduced the RETAIN model, an interpretable recurrent neural 

network designed for clinical predictions. This architecture maintained performance 

while offering transparency into decision-making, a critical requirement in healthcare 

settings. 

• Miotto et al. (2016) developed Deep Patient, a deep representation learning model 

trained on a large-scale EHR dataset. Their model achieved notable improvements in 

predicting disease onset across multiple conditions. 

• Rajkomar et al. (2018) implemented scalable deep learning models on EHR data 

from multiple hospitals. Their findings supported the feasibility of real-time risk 

prediction at the point of care. 

• Nguyen et al. (2017) explored ensemble learning techniques for multi-label chronic 

disease classification using structured data, emphasizing the importance of feature 

selection and regularization. 

• Che et al. (2018) addressed irregular time intervals in EHRs using GRU-D (a gated 

recurrent unit with decay), enhancing prediction accuracy on datasets with missing 

or asynchronous records. 

These studies highlight the growing sophistication of ML in health informatics, from 

improved model architectures to interpretability and handling real-world data irregularities. 
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3. Methodology 

This study uses de-identified longitudinal EHR data from over 25,000 patients aged 40–

85, collected from 2005 to 2022 across three healthcare institutions. Conditions modeled 

include diabetes mellitus, hypertension, and chronic kidney disease (CKD). The primary 

objective is to predict clinical events such as hospitalization, disease progression (e.g., Stage 

3 to Stage 4 CKD), and mortality within 6- and 12-month windows. 

We preprocess structured EHR data (labs, vitals, ICD codes, medications) and apply 

three machine learning approaches: logistic regression (baseline), random forest (non-

temporal), and gated recurrent units (GRUs). Features are time-aligned and aggregated 

monthly. Models are trained on 70% of the dataset, with 15% for validation and 15% for 

testing. Evaluation metrics include Area Under the Receiver Operating Characteristic Curve 

(AUROC), precision, recall, and F1 score. 

 

Table 1. Summary of Data Characteristics 

Feature Type Examples Frequency Missing Rate (%) 

Lab Values Creatinine, HbA1c Monthly 6.4 

Vitals Blood pressure, BMI Monthly 3.2 

Diagnoses ICD-9/ICD-10 codes At visit 0.1 

Medications Prescriptions, Refills At visit/monthly 2.7 

 

4. Results & Analysis 

The performance comparison between models is summarized below. GRUs 

consistently outperformed both logistic regression and random forests, particularly in 

forecasting 12-month disease progression. For diabetes progression, GRUs achieved an 

AUROC of 0.88, while logistic regression reached 0.76. 
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Table 2. Predictive Performance by Model and Disease 

Outcome Logistic Regression Random Forest GRU (Temporal) 

Diabetes progression (12m) 0.76 0.81 0.88 

CKD progression (6m) 0.72 0.79 0.86 

Mortality prediction (12m) 0.79 0.84 0.91 

 

    The confusion matrices and precision-recall curves further revealed that GRUs 

demonstrated higher recall without sacrificing precision, suggesting better identification of 

high-risk patients. 

 

 

Figure 1. AUROC Comparison Across Models 

5. Discussion 

The results affirm the superiority of temporal deep learning models in chronic disease 

modeling using EHRs. Unlike static models, GRUs captured progression trends and clinical 

trajectories by modeling temporal dependencies. This capability is particularly beneficial in 

chronic disease management, where timing and sequencing of events matter. 
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However, the study also highlights challenges. Despite superior performance, GRU 

models are less interpretable than logistic regression. Incorporating attention mechanisms 

or explainable AI tools (e.g., SHAP) could enhance trust and clinical adoption. Furthermore, 

disparities in model performance across demographic subgroups (e.g., age, gender, ethnicity) 

need further evaluation to prevent algorithmic bias. 

 

6. Conclusion 

This study demonstrates that deep learning models, particularly recurrent 

architectures like GRUs, can effectively predict chronic disease progression using 

longitudinal EHR data. These models outperform traditional approaches in multiple 

outcomes, paving the way for proactive, personalized medicine. Future work should focus on 

model explainability, fairness across subpopulations, and integration into clinical decision-

support systems. 
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